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Abstract The reaction mechanism for the dehydration of 1,4-butanediol in hot water
has been investigated by means of the hybrid quantum mechanical/molecular mechan-
ical approach combined with the theory of energy representation (QM/MM-ER). We
have assumed that the proton transfers along the hydrogen bonds of the water mol-
ecules catalyze the reaction, where the transition state (TS) forms a singlet biradical
electronic structure. It has been revealed by the simulation that the biradical electronic
state at the TS changes to zwitterionic structure in solution due to the hydration of
the polar solvent. Such the electronic structure change gives rise to the substantial
stabilization of the TS in hot water. As a result, the water-catalytic path becomes more
favorable in aqueous solution than another possible path that proceeds without proton
transfers as opposed to the reaction mechanism in the gas phase. Furthermore, the
activation free energy computed by the present method is in excellent agreement with
the experimental result.

Keywords QM/MM · Real-space grids · Theory of energy representation ·
Free energy · Water solution

1 Introduction

The chemical event in a condensed phase is a matter of great interest since the elec-
tronic coupling between the chemically active site of the system and the remaining
static environment is known to play a role in determining the reaction pathway [1]. In
particular, it can be expected that the reaction mechanism of a solute with an open-
shell electronic structure undergoes a serious change under the influence of the polar
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Fig. 1 Schematic representations of the two reaction paths assumed for dehydration of 1,4-butanediol.
Ball-and-stick models are shown for reactants, transition states and products, respectively from left to right.
Up and down electronic spins are drawn by arrows in the figure

solvent. Thus, the solvation effects on the reaction will become more important when
the electronic wave function of the transition state (TS) forms a radical structure. The
present paper addresses the issue of a chemical reaction in hot water that proceeds via a
singlet biradical TS. Our interest will be focused on the electronic structure change of
the TS due to the hydration for the purpose to determine the reaction pathway. A novel
quantum mechanical method [2] combined with a theory of solution will be utilized
to compute the free energy change associated with a chemical reaction in solution.

Nagai et al. [3] found that the dehydration of 1,4-butanediol, which leads to the
tetrahydrofuran, takes place in hot water without any catalyst. Most importantly, their
observation suggests that the solvent water molecules promote the reaction with its
undissociated form eliminating the possibility that the solvent acts as an acidic cata-
lyst. The previous quantum chemical studies [4] revealed that the ethanol oxidation
reaction in the supercritical water is dramatically enhanced by the proton transfers
along the hydrogen bonds of water wire. Based on these results, we make an assump-
tion that the reaction proceeds through the proton transfers along the hydrogen bonds
connecting the solute and solvent molecules. The reactant state has an electronically
closed structure, however, the TS is in a singlet biradical state (path 1 in Fig. 1). Hence,
the electronic coupling between the solute and solvent is expected to be so signifi-
cant as to influence the reaction mechanism. To make comparisons, we also consider
another possible reaction path where dehydration process takes place directly without
proton transfers (path 2 in Fig. 1). The difference in the hydration effects between the
two reaction paths will be discussed.

Free energy change associated with a chemical reaction, of course, plays an essen-
tial role in determining the reaction pathway. The quantum chemical approach [5]
based on the first principles is essential for the study of chemical reactions, however,
it generally requires much computational cost even at the low levels of theory. In addi-
tion, a substantial amount of ensemble for molecular configurations is needed to attain
the convergence of the free energy when the system consists of many particles [6,7].
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Therefore, it is a heavily demanding task to compute the free energy for a reaction
in a condensed system. In this paper, we present a novel approach to the free energy
calculation by utilizing the hybrid quantum mechanical/molecular mechanical method
[8,9] combined with the theory of energy representation (QM/MM-ER) [2] recently
developed by Takahashi and Matubayasi. Within the theory of energy representation
proposed by Matubayasi and Nakahara [10–12] the distribution of the solute–solvent
interaction plays a fundamental role in determining the excess chemical potential of
the solute. This is differed from the conventional theory of solution [13] where the
free energy is expressed in terms of the spatial distribution functions of the solvent
around the solute. It is worthy of note that a set of interaction sites, which is an
artificially simplified model of a real molecule, is no longer needed to construct the
distribution functions within the framework of the theory of energy representation. The
internal degrees of freedom of the solute molecule can also be naturally incorporated
into the free energy calculations. By virtue of these advantages, one can straight-
forwardly take into consideration the spatially diffuse nature of the electron density
and its fluctuation, which are inherent in the quantum mechanical object, through the
QM/MM-ER approach. Furthermore, the computational cost required to calculated
the free energy change by the QM/MM-ER is much smaller as compared with the
numerically exact method such as free energy perturbation or thermodynamic inte-
gration and its application for a larger system can be accomplished under the modest
computational environment.

We apply the QM/MM-ER method to compute the free energy change associated
with the dehydration reaction of alcohol assisted by the proton translocation along
the water wire. The solvation free energies for the reactant and TS are decomposed
into several contributions, such as electron density polarization or fluctuation. In the
following, we review an outline of the methodology and describe the computational
details. The results and discussion is presented in the subsequent section.

2 Methodology

The notable features of our methodology (QM/MM-ER) are summarized in two points.
One is that the real-space grid approach [14–17] is employed to express the one-elec-
tron wave functions in Kohn–Sham density functional theory (DFT) [18,19] and the
other is that the solvation free energy of a solute is described in terms of the distribu-
tion functions of the solute–solvent interaction energy. The following subsections are
devoted to the review of these method as well as the description for the computational
details.

2.1 The real-space grid approach

Within the framework of the Kohn–Sham DFT, the equation for the QM/MM simula-
tion can be described as [15],

(
−1

2
∇2 +

∫
n(r′)

|r − r′|dr′ + νps + δExc(n(r))
δn(r)

+ Vpc(r)
)

ϕi (r) = εiϕi (r) (1)
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where n(r) is the electron density, νps represents the pseudopotentials of atoms, Exc
is the exchange correlation functional, and finally Vpc expresses the electrostatic field
formed by the point charges on the solvent molecules described by molecular mechan-
ics. The one-electron wave functions are expressed by the values on the real-space
grids uniformly distributed over a cubic QM cell. Accordingly, the Laplacian in Eq. 1
is approximated by a finite-difference scheme as proposed by Chelikowsky et al. [16]
thus,

− 1

2
∇2ϕi (xi , y j , zk) = − 1

2h2

[
N∑

n=−N

Cnϕi (xi + nh, y j , zk)

+
N∑

n=−N

Cnϕi (xi , y j + nh, zk)

+
N∑

n=−N

Cnϕi (xi , y j , zk + nh)

]
, (2)

where (xi , y j , zk) is the coordinate of the grid, h is the grid-spacing, and Cn are the
expansion coefficients. Recently, Takahashi et al. [20–24] developed a novel code for
the QM/MM simulations by utilizing the real-space grids and confirmed the accu-
racy and the efficiency of the method. The advantage of the approach in the DFT
is that it is straightforward to compute the exchange-correlation energy Exc of the
system. Actually, even in the LCAO approach [5], the integration for the Exc energy
is performed over the real-space grids that are radially distributed around the nuclei.
By virtue of the locality of the Exc operator in DFT, most of the operators in Eq. 1
becomes local and the hamiltonian matrix elements in the real-space representation
are confined within a small region of space. Therefore, the parallel implementation
in the real-space approach is amenable and the high performance computing can be
realized. Actually, in the previous calculations on a larger system, we demonstrated
the high efficiency of the present approach [25].

2.2 Theory of energy representation

Within the conventional theory of solution, the solvation free energy of a solute of
interest is described in terms of the spatial distribution functions of solvent around
the solute [10]. In practice, the set of site-site radial distribution functions, which is a
reduced form of the full coordinate description, is commonly used due to the compu-
tational and conceptual convenience. In the method of energy representation, on the
other hand, the statistical molecular configuration is represented by the distribution
function of the solute–solvent interaction energy. We give the definition of the energy
distribution function ρ(ε) below.

Let ν(x) be the solute–solvent interaction potential of interest, where x is the full
coordinate (position and orientation) of the solvent molecule relative to the solute fixed
at the origin with a fixed orientation. The instantaneous distribution in the energy rep-
resentation can be written as
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ρ̂(ε) =
∑

i

δ(ν(xi ) − ε) (3)

where xi is the full coordinate of the i th solvent molecule, ν(x) is the two-body interac-
tion energy between the solute and solvent and the sum is taken over solvent molecules.
Here, we define the energy distribution ρ(ε) as the ensemble average of Eq. 3 in the
solution and the distribution ρ0(ε) as the ensemble average for the pure (reference)
solvent system where the solute molecule is placed in the neat solvent as a test particle.
Then, the solvation free energy �µ̄ of the solute can be expressed exactly as

�µ̄ = −kBT
∫

dε

[
(ρ(ε) − ρ0(ε)) + βω(ε)ρ(ε)

−β

(∫ 1

0
dλω(ε; λ)

)
(ρ(ε) − ρ0(ε))

]
(4)

where ω(ε) is the indirect part of the solute-solvent potential of mean force and β is
the inverse of the Boltzmann constant kB multiplied by the temperature T . λ in Eq. 4
is the coupling parameter associated with the gradual insertion of the solute in the
solvent. In the practical implementation, integration with respect to λ is performed
approximately by adopting a hybrid functional of PY and HNC [11].

In the development of Eq. 3, it is assumed that the solute–solvent interaction is
pairwise additive. However, the electron density of the QM solute is determined under
the interaction with a number of solvent molecules. The solute–solvent interaction
then involves many-body effects and is not pairwise. We consider the QM solute with
the electron density ñ(r) fixed at its average distribution in solution. Then, the total
solvation free energy �µ of the QM solute can be decomposed as [2]

�µ = �µ̄ + Ē + δµ (5)

where �µ is the solvation free energy of the solute with the density ñ(r), Ē is the
average distortion energy of the QM solute, and the remaining term δµ represents the
contribution due to the many-body effect. The distortion energy Ē of the solute can
be defined by

Ē = 〈〈
sol|H0|
sol〉 − E0〉
=

∫
dX(〈
sol|H0|
sol〉 − E0) exp(−β(EQM + EQM/MM + EMM))∫

dX exp(−β(EQM + EQM/MM + EMM))
(6)

where (EQM + EQM/MM + EMM) expresses the total energy of the QM/MM system,
and X the configuration of the solvent molecules collectively. 
sol in Eq. 6 denotes
the instantaneous total wave function of the QM solute in solution, and H0 and E0
represent the hamiltonian and the energy of the solute at isolation, respectively. �µ is
the free energy originating from the two-body part in the QM/MM potential and can be
computed directly from Eq. 4. The free energy δµ in Eq. 5 can be estimated separately
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by introducing another energy coordinate corresponding to the electron density devi-
ation from ñ(r) [2,12]. The major contribution to the total free energy can be given,
of course, by the leading two terms in r.h.s of Eq. 5 in ordinary cases. The efficiency
and accuracy of the QM/MM combined with the theory of energy representation were
well examined by previous works [2,26,27].

2.3 Computational details

The free energy difference δGaq between the TS and the reactant in the aqueous
solution can be expressed as

δGaq = Gvibrot(TS) + EZPE(TS) + �µ(TS) + Egas(TS)

−{Gvibrot(R) + EZPE(R) + �µ(R) + Egas(R)}
= �µ(TS) − �µ(R) + δGvibrot + δEZPE + δEgas, (7)

where Gvibrot(TS) and Gvibrot(R) denote the free energies associated with the vibration
and rotation for the TS and the reactant, respectively and �µ represents the solvation
free energies of the solutes. The notation δ corresponds to the change from the reactant
to the TS. EZPE in Eq. 7 denotes the correction by the zero-point vibrational energy.

We have optimized the molecular geometries for the reactant and the TS by means
of the KS-DFT with B3LYP functional [28,29] and 6-31G* basis set. The geometry
optimizations for the TS have been performed by the Synchronous Transit-guided
Quasi-Newton (STQN) algorithm [30] in Gaussian 98 [31]. Since the TS of the path
1 has the singlet biradical electronic structure, spin-unrestricted Kohn–Sham wave
functions have been used to construct the electron density. Since the electronic state
of the TS of path 1 undergoes the serious solvation effects of the polar solvent, the
structure of the TS will be substantially deformed due to the hydration. We have tried
to optimize the TS structure with the PCM approach to mimic the exsistence of the
solvent, however, the zwitterionic electronic structure have not been realized under
the solvent of uniform dielectric constant. Thus, the energy change in the TS due to
the structure change by the solvation could not be estimated. In the QM/MM sim-
ulation, the QM solute has been described by KS-DFT with BLYP functional [32],
where the QM cell has been discretized by 64 grids in one dimension. The nonlocal
pseudopotential in the Kleinman–Bylander form [33] has been used for the term νps in
Eq. 1. The OPLS all-atom model [34] has been adopted for the Lennard–Jones param-
eters for the QM solute. The MM water solvent has been represented by 252 TIP4P
water molecules [35]. The thermodynamic condition has been set at T = 575 K [36]
and ρ = 0.6 g/cm3. The N V T ensembles have been generated through the leap-frog
algorithm [6], where the time step has been set at 1.0 fs. The experiments were car-
ried out under the higher temperatures (658, 673 K), however, the simulations at the
lower temperature have been intended to see the solvation effect clearly. The QM/MM
simulations have been carried out for 50 ps to obtain average electron density ñ(r),
followed by 100 and 200 ps simulations to construct the energy distribution functions
ρ(ε) and ρ0(ε), respectively. In this procedure, we have only considered the solvent
molecules inside a sphere of which center is taken as the center of mass of the solute.
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In the present simulation radius of the sphere has been set at nine. In order to investigate
the polarization effects of the electron density of the QM solute in polar solvent, we
have also computed the solvation free energies of the solutes with electron densities
at isolation.

3 Results and discussion

Figures 2 and 3 show the optimized molecular geometries of the reactants and the TSs
for path 1 and 2, respectively.

In the Fig. 2, two water molecules make a hydrogen-bonded complex with 1,
4-butanediol at the reactant of path 1, which leads to the TS through the concerted
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Fig. 2 Optimized geometries of a the reactant and b the TS for path 1. The angles and bond distances are
in the units of degree and angstroms, respectively
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Fig. 3 Optimized geometries of a the reactant and b the TS for path 2. The angles and bond distances are
in the units of degree and angstroms, respectively
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Fig. 4 Mulliken spin
populations on heavy atoms of
the TS of path 1, where the
values on hydrogen atoms are
summed into nearest heavy
atoms
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proton transfers along the hydrogen bonds. It can be recognized that the three water
molecules are almost formed at the TS of path 1. After this process, three water mole-
cules and an unstable biradical intermediate are generated. The reaction is completed
by the subsequent cyclization of the intermediate. At the reactant of path 2 (Fig. 3), an
intramolecular hydrogen bond is formed. As opposed to path 1, the direct dehydration
and the cyclization take place simultaneously in path 2 as expected from the molecu-
lar structure of the TS. Although the geometry optimizations have been done by the
B3LYP/6-31G* level, we have computed the energy change δEgas in Eq. 7 by using the
BLYP functional with the aug-cc-pVDZ basis set [37] because only the BLYP can be
utilized as a generalized gradient approximations (GGA) functional in our QM/MM
code based on the real-space grid approach. The sum of last three terms in Eq. 7 has
been computed as 62.0 and 53.0 kcal/mol for path 1 and 2, respectively. Thus, in the
gaseous phase, path 2 is obviously much more favorable as compared with path 1.

Since path 1 proceeds via the biradical intermediate, it is possible that the TS also
has biradical electronic structure. We have computed Mulliken spin population on
each heavy atom for the TS with the symmetry-broken wave function. For the clar-
ity and simplicity, the population on hydrogen atoms are summed into nearest heavy
atoms. The computational method is the unrestricted Kohn–Sham DFT employing the
B3LYP functional and the 6-31G* basis set. The result is shown in Fig. 4.

It has been found that large spin density localizes on the oxygen of the 1,4-butane-
diol and the opposite spin on the CH2-group, which are associated with the O–H and
C–O bond dissociations, respectively. On the other hand, spin densities on the water
molecules or CH2-groups with sp3-carbon are relatively small. Thus, it has been
revealed that the TS of path 1 has clearly biradical character. Note that the spin popu-
lation will become more remarkable when we employ the unrestricted Hartree–Fock
method [5] since the exchange functional based on the local density approximation in
DFT itself simulates the static correlation to a certain extent. On the contrary to path 1,
the spin-population on each atom for path 2 has been computed to be zero indicating
that the TS has closed electronic structure. Thus, the electronic structures for the two
reaction paths are quite different in nature and it will make a substantial difference in
the solvation effects.
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Fig. 5 Optimized fractional charges on heavy atoms of the TSs of a path 1 and b path 2 in units of ele-
mentary charge, where the values on hydrogen atoms are summed into nearest heavy atoms. The values in
the parentheses are those obtained in the gas phase

As described in the section of Methodology, we have performed a 50-ps QM/MM
simulation in solution to obtain the average electron distributions ñ(r) of a QM solute.
Subsequently, 100 and 200-ps simulations have been carried out for the solute with
ñ(r) to construct the energy distribution functions for the solution and the reference
systems, respectively. The fractional charge allotted to each atom of the solute with the
electron density ñ(r) gives useful information such as the degree of electron density
polarization due to hydration. The charge optimization has been done by least-square
fittings to reproduce the realistic electrostatic potential formed by ñ(r) and the nuclei.
The details of the method are given in Ref. [38]. The fractional charges for the TSs of
path 1 and 2 are presented in Fig. 5.

In the TS of path 1, a large negative charge localizes on the oxygen of the 1,4-butane-
diol and a positive charge on the CH2-group at the end of the molecule. The population
changes due to the solvation at these sites are very large (O: −0.30 e, CH2: +0.26 e). It
should be noted that the electronic polarization is significant at the sites where the spin
has large populations at isolation. Since the two fractional charges with opposite signs
locate with a long distance, the TS has a large dipole moment (14.0 Debye) which is
much larger than that of the gas phase (8.0 Debye). Such the difference in the dipole
is of course due to the density polarization of the TS in solution. As for the TS of path
2, fractional charge has the largest absolute value of −0.725 at the oxygen and the
positive charge is distributed over the CH2-groups and the leaving water molecule.
Thus, the density polarization of path 2 is much smaller than that of path 1 and it is
confined within a small region of space. Hence, the electrostatic interaction of the TS
of path 2 with the aqueous environment is expected to be rather weak as compared
with path 1.

The energy distribution functions have been constructed to compute solvation free
energies of the solute molecules with average electron density ñ(r). As a special
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Fig. 6 Energy distribution functions for a the reactant and b the TS of path 1. ρ(ε) is for the solution, and
ρ0(ε) for the pure solvent system. ρnonpol(ε) is the distribution function for the QM solute with non-polar-
ized electron density. The distributions are normalized by the bulk number density ρbulk
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Fig. 7 Energy distribution functions for a the reactant and b the TS of path 2. ρ(ε) is for the solution, and
ρ0(ε) for the pure solvent system. The distributions are normalized by the bulk number density ρbulk

treatment for path 1, we have also computed the solvation free energies of the solutes
with electron density at isolation to study the contribution of the density polariza-
tion. The energy distribution functions for path 1 and 2 are presented in Figs. 6 and 7,
respectively.

In the distribution function for the TS of path 1 (Fig. 6b) a distinct peak appears
around −10 kcal/mol on the energy coordinate, which differs from that for the reactant
(Fig. 6a). Since the distribution on the lower energy coordinate indicates that the sol-
ute–solvent interaction is more favorable, it is expected that the TS is much stabilized
in the hot water as compared with the reactant. It should also be noted that the energy
distribution of the non-polarized TS has only a slight peak around −5 kcal/mol on the
energy coordinate in contrast to the solute with ñ(r). The effect of the polarization on
the reactant of path 1 has been found to be modest. The fact that the polarization effect
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Fig. 8 Radial distribution functions for a the reactant and b the TS. The real and the broken lines are, respec-
tively, for the hydrogen and oxygen atoms of solvent water molecule around the oxygen that undergoes the
OH bond dissociation in 1,4-butanediol

Table 1 The solvation free energies and their components in unit of kcal/mol

�µsol �µsol

Ē �µ̄pol �µ̄nonpol δµ �µonsager

Reactant 4.1 −3.3 −3.4 −3.9 −0.2 −6.7

TS 15.5 −18.3 −8.8 −5.6 −1.8 −19.0

The thermodynamic condition is ρ = 0.6 g/cm3 and T = 575 K. �µ in Eq. 5 is further decomposed into
the contributions due to the electron density polarization �µ̄pol and the non-polarized solute �µ̄nonpol

on the TS of path 1 is significant is consistent with the result of the fractional charge
analyses shown in Fig. 5. One can see in Fig. 7 no remarkable change in the energy
distribution functions between the reactant and the TS of path 2 except the slight
increase in the distribution of the TS on the energy coordinate around −5 kcal/mol.

Next, we show the radial distribution functions of the solvent water molecules
around the oxygen atom that has a large spin population at the TS in path 1 (see
Fig. 4). The comparisons have been made between the reactant and the TS (Fig. 8).

One can see that a drastic change takes place in the solvation structure when the
solute goes from the reactant to the TS. The two peaks corresponding to the hydrogen
bonds largely increase their intensity at the TS, which can be attributed to the elec-
tronic polarization of the TS. These simulations so far implies that path 1, differed
from path 2, will undergo a serious solvation effect due to the stabilization of the TS
by the hot water.

We finally present the results of the solvation free energies obtained by the QM/MM
simulations combined with the theory of energy representation to discuss in detail the
solvation effect and also the mechanism of the dehydration reaction in the hot water.
Table 1 shows the solvation free energies and their components for the reactant and
the TS of path 1. The average distortion energy Ē of the QM solute defined by Eq. 6
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expresses the degree of the density polarization. Ē of the TS has been computed as
15.5 kcal/mol that is nearly 4-times as large as that of the reactant. Distortion of the
wave function, of course, destabilizes the QM solute in the solution, however, it also
makes a substantial contribution to the stabilization through the electrostatic interac-
tion with the polar solvent. Actually, the solvation free energy �µ̄pol of the polarized
solute has been estimated as −18.3 kcal/mol at the TS. Thus, we have estimated the
net gain due to the density polarization as −2.8 kcal/mol for the TS. The solvation free
energy �µ̄nonpol of the non-polarized solute has been found to give dominant contri-
bution (−8.8 kcal/mol) to the total solvation free energy of the TS. The free energies
δµ associated with the electron density fluctuations have also been computed by doing
additional QM/MM simulations. The free energy for the TS is −5.6 kcal/mol and the
reactant has also non-negligible value of −3.9 kcal/mol. It has been revealed that the
contribution of δµ to the total solvation free energy cannot be overlooked, though its
difference between the reactant and the TS is not so large. As noted in Methodol-
ogy, the energy distribution functions have been constructed for the solvent molecules
inside a sphere containing the solute. In the present simulation, radius of the sphere
has been set at nine. The Onsager correction �µonsager represents the contribution
from the infinite bulk continuum outside the sphere. �µonsager has been estimated in
unit of kcal/mol by the following equation [39], thus,

�µonsager = 7.19652
2ε − 2

2ε + 1

d2

r3 , (8)

where dielectric constant ε is set at 15.3 and d is the dipole moment of the solute in
Debye and r is the radius of the sphere in. The large dipole moment of the TS gives
rise to the significant contribution (−1.8 kcal/mol) from the bulk solvent outside the
sphere. The sum of these terms gives total solvation free energy �µ. It has been found
that the solvation free energy �µ of the TS (−19.0 kcal/mol) is much larger than that
of the reactant (−6.7 kcal/mol). Substituting these values into Eq. 7, the free energy
change δGaq in aqueous solution can be obtained as 49.7 kcal/mol for path 1. As for
path 2, the solvation free energies �µ for the reactant and TS have been computed
as 0.0 and −0.9 kcal/mol, respectively, from which we get the activation free energy
for path 2 as 52.1 kcal/mol. Note that the free energy δµ due to the electron density
fluctuation has not been computed for path 2 since the difference in δµ can be consid-
ered to be negligible because of the weak solute–solvent interaction. The activation
free energy obtained by the experimental observation was reported as 50 kcal/mol in
accord with the present results. The QM/MM-ER simulations have revealed that path
1 is more favorable than path 2 in the hot water on the contrary to the reaction in the
gas phase. Another aspect that affects the reaction pathway is the probabilities of the
reactant states for path 1 and 2. It has been shown that the reactant of path 1 is more
stable than that of path 2 by 11.7 kcal/mol with the calculations of B3LYP/6-31G*
levels. Although the solvation free energies for the reactants must be also taken into
considerations, it seems that the reactant of path 1 is more preferable in hot water.
The mechanism responsible for the dramatic change of the reaction path due to the
hydration can be explained by a qualitative discussion that the biradical electronic
state of the TS of path 1 changes to a zwitterionic structure in the polar solvent to gain
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the electrostatic stabilization energy. Such the picture can be naturally deduced from
the results of the analyses of spin density, fractional charges, and radial distribution
functions given in the previous figures.

4 Conclusions

In the present study, we carried out the QM/MM simulations combined with the theory
of energy representation (QM/MM-ER) to compute the free energy change associated
with the dehydration reaction of 1,4-butanediol in aqueous solution. Two possible
reaction paths were examined to study the reaction mechanism in the hot water. In
path 1, we assume that two water molecules make a hydrogen-bonded complex with
1,4-butanediol and then concerted proton transfers along the water wire lead to a TS
based on the results of the ethanol oxidation reaction in the supercritical water. On
the other hand, in path 2, dehydration takes place directly without no participation of
water molecules in the reaction. The QM/MM simulations showed that the biradical
TS forms a zwitterion in polar solvent giving rise to significant stabilization contrary
to the TS of path 2. As a result, path 1 becomes slightly favorable as compared with
path 2 in the aqueous solution, though path 2 is obviously the major channel in the gas
phase. Thus, it was demonstrated by the state-of-the-art method that the water mole-
cule catalyzes the dehydration of 1,4-butanediol in the hot water in its undissociated
form in agreement with the suggestion given by the experiment.

Acknowledgments The present study is supported by Grants-in-Aid for Scientific Research
(No. 15360422), and the NAREGI (National Research Grid Initiative) Project from the Ministry of Educa-
tion, Culture, Sports, Science and Technology in Japan.

References

1. P.J. Rossky, J.D. Simon, Nature 370, 263 (1994)
2. H. Takahashi, N. Matubayasi, T. Nitta, M. Nakahara, J. Chem. Phys. 121, 3989 (2004)
3. Y. Nagai, N. Matubayasi, M. Nakahara, Bull. Chem. Soc. Jpn. 77, 691 (2004)
4. H. Takahashi, S. Hisaoka, T. Nitta, Chem. Phys. Lett. 363, 80 (2002)
5. A. Szabo, N.S. Ostlund, Modern Quantum Chemistry (Macmillan, New York, 1982)
6. M.P. Allen, D.J. Tildesley, Computer Simulation of Liquids (Oxford University Press, Oxford, 1987)
7. D. Frenkel, B. Smit, Understanding Molecular Simulation from Algorithms to Applications, Compu-

tational Science Series, vol 1 (Academic Press, New York, 2002)
8. J. Gao, M.A. Thompson (eds.), Combined Quantum Mechanical and Molecular Mechanical Meth-

ods (American Chemical Society, Washington, DC, 1998)
9. M.F. Ruiz-Lopez (ed.), Combined QM/MM calculations in chemistry and biochemistry. J. Mol. Struct.

(THEOCHEM) 632 (2003)
10. N. Matubayasi, M. Nakahara, J. Chem. Phys. 113, 6070 (2000)
11. N. Matubayasi, M. Nakahara, J. Chem. Phys. 117, 3605 (2002); 118, 2446 (2003)
12. N. Matubayasi, M. Nakahara, J. Chem. Phys. 119, 9686 (2003)
13. J.P. Hansen, I.R. McDonald, Theory of Simple Liquids (Academic Press, London, 1986)
14. K. Hirose, T. Ono, Y. Fujimoto, S. Tsukamoto, First-Principles Calculations in Real-Space Formal-

ism (Imperial College Press, London, 2005)
15. J.R. Chelikowsky, N. Troullier, Y. Saad, Phys. Rev. Lett. 72, 1240 (1994)
16. J.R. Chelikowsky, N. Troullier, K. Wu, Y. Saad, Phys. Rev. B 50, 11355 (1994)
17. X. Jing, N. Troullier, D. Dean, N. Binggeli, J.R. Chelikowsky, K. Wu, Y. Saad, Phys. Rev.

B 50, 12234 (1994)

123



794 J Math Chem (2009) 46:781–794

18. P. Hohenberg, W. Kohn, Phys. Rev. B 136, 864 (1964)
19. W. Kohn, L. Sham, Phys. Rev. A 140, 1133 (1965)
20. H. Takahashi, T. Hori, T. Wakabayashi, T. Nitta, Chem. Lett. 3, 222 (2000)
21. H. Takahashi, T. Hori, T. Wakabayashi, T. Nitta, J. Phys. Chem. A 105, 4351 (2001)
22. H. Takahashi, T. Hori, H. Hashimoto, T. Nitta, J. Comp. Chem. 22, 1252 (2001)
23. H. Takahashi, H. Hashimoto, T. Nitta, J. Chem. Phys. 119, 7964 (2003)
24. T. Hori, H. Takahashi, T. Nitta, J. Chem. Phys. 119, 8492 (2003)
25. T. Hori, H. Takahashi, T. Nitta, J. Theor. Comp. Chem. 4, 867 (2005)
26. H. Takahashi, W. Satou, T. Nitta, J. Chem. Phys. 122, 044504 (2004)
27. H. Takahashi, Y. Kawashima, T. Nitta, N. Matubayasi, J. Chem. Phys. 123, 124504 (2005)
28. A.D. Becke, J. Chem. Phys. 98, 5648 (1993)
29. C. Lee, W. Yang, R.G. Parr, Phys. Rev. B 37, 785 (1988)
30. C. Peng, H.B. Schlegel, Israel J. Chem. 33, 449 (1994)
31. Gaussian 03, Revision B.05, M.J. Frisch, G.W. Trucks, H.B. Schlegel, G.E. Scuseria, M.A. Robb, J.R.

Cheeseman, J.A. Montgomery, Jr., T. Vreven, K.N. Kudin, J.C. Burant, J.M. Millam, S.S. Iyengar, J.
Tomasi, V. Barone, B. Mennucci, M. Cossi, G. Scalmani, N. Rega, G.A. Petersson, H. Nakatsuji, M.
Hada, M. Ehara, K. Toyota, R. Fukuda, J. Hasegawa, M. Ishida, T. Nakajima, Y. Honda, O. Kitao, H.
Nakai, M. Klene, X. Li, J.E. Knox, H.P. Hratchian, J.B. Cross, C. Adamo, J. Jaramillo, R. Gomperts,
R.E. Stratmann, O. Yazyev, A.J. Austin, R. Cammi, C. Pomelli, J.W. Ochterski, P.Y. Ayala, K. Moro-
kuma, G.A. Voth, P. Salvador, J.J. Dannenberg, V.G. Zakrzewski, S. Dapprich, A.D. Daniels, M.C.
Strain, O. Farkas, D.K. Malick, A.D. Rabuck, K. Raghavachari, J.B. Foresman, J.V. Ortiz, Q. Cui, A.G.
Baboul, S. Clifford, J. Cioslowski, B.B. Stefanov, G. Liu, A. Liashenko, P. Piskorz, I. Komaromi, R.L.
Martin, D.J. Fox, T. Keith, M.A. Al-Laham, C.Y. Peng, A. Nanayakkara, M. Challacombe, P.M.W.
Gill, B. Johnson, W. Chen, M.W. Wong, C. Gonzalez, J.A. Pople (Gaussian, Pittsburgh PA, 2003)

32. A.D. Becke, Phys. Rev. A 38, 309 (1988)
33. L. Kleinman, D.M. Bylander, Phys. Rev. Lett. 48, 1425 (1982)
34. G. Kaminski, E.M. Duffy, T. Matsui, W.L. Jorgensen, J. Phys. Chem. 98, 13077 (1994)
35. W.L. Jorgensen, J. Chandrasekhar, J.D. Madura, R.W. Impey, M.L. Klein, J. Chem.

Phys. 79, 926 (1983)
36. The reduced temperature for 575 K of TIP4P model is estimated as Tr=1.02
37. T.H. Dunning Jr., J. Chem. Phys. 90, 1007 (1989)
38. H. Takahashi, S. Takei, T. Hori, T. Nitta, J. Mol. Struct.: THOECHEM. 632, 185 (2003)
39. L. Onsager, J. Am. Chem. Soc. 58, 1486 (1936)

123


	Hydration effects on the reaction with an open-shell transition state: QM/MM-ER study for the dehydration reaction of alcohol in hot water
	Abstract
	1 Introduction
	2 Methodology
	2.1 The real-space grid approach
	2.2 Theory of energy representation
	2.3 Computational details

	3 Results and discussion
	4 Conclusions
	Acknowledgments


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice


